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A NUMERICAL METHOD FOR SOLUTION
OF SEMIDIFFERENTIAL EQUATIONS

Mohammad H. Hamarsheh and E. A. Rawashdeh

Abstract. In this paper, a new algorithm for the numerical solution of semidifferential equa-
tions with constant coefficients and fractional derivative defined in the Caputo sense is presented.
The algorithm is obtained by using the spline collocation method. Moreover, a new technique for
calculating the fractional derivative of the spline polynomial is derived. Numerical examples are
also presented to test and illustrate the method.

1. Introduction

In this paper, we propose a numerical method for approximating the solution
of the semidifferential equation of order v ∈ N;

[
D

v/2
∗ + A1D

(v−1)/2
∗ + · · ·+ AvD0

∗
]
y(t) = f(t), (1)

with initial conditions

y(0) = β0, y
′(0) = β1, . . . , y

(k−1)(0) = βk−1, k ∈ N, k − 1 <
v

2
≤ k, (2)

where A1, . . . , Av, β0, β1, . . . , βk−1 ∈ R, and f(t) is a given function defined on the
interval I = [0, T ]. Here, y is the unknown function and the fractional derivatives
are defined in the Caputo sense:

Dα
∗ y(t) =

{
1

Γ(k−α)

∫ t

0
(t− x)k−α−1y(k)(x) dx, if α ∈ R+ \ N,

y(k)(t), if α ∈ N ∪ {0},
(3)

where k = dαe is the smallest integer not less than than α and Γ(·) is the Euler
gamma function. The Caputo definition of fractional derivatives has many appli-
cations when physical systems requiring inhomogeneous initial conditions are to be
modeled.
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The initial value problem given in (1) and (2) has found many applications in
recent studies of scaling phenomena, see for example [1, 6, 8, 9]. We mention two
examples: The first one is the single degree-of-freedom spring-mass-damper system
whose dynamics is described by the following fractional differential equation

[
mD2

∗ + cD0.5
∗ + kD0

∗
]
y(t) = f(t), (4)

where m, c, and k represent the mass, damping coefficient, and stiffness, respec-
tively, and f(t) is the externally applied force. The second one is the Bagley-Torvik
equation

[D2
∗ + A1D

3/2
∗ + A4D

0
∗]y (t) = f (t) , (5)

which arises, for example, in the modeling of the motion of a rigid plate immersed in
a Newtonian fluid. Note that traditionally the Bagley-Torvik equation is formulated
with the Riemann-Liouville definition:

Dαy(t) =
dk

dtk

(
1

Γ(k − α)

∫ t

0

(t− x)k−α−1y(x) dx

)
, t > 0, (6)

rather than with the Caputo definition, but I. Podlubny in [10] has proved a very
useful and interesting relationship between the operators Dα and Dα

∗

Dα
∗ y(t) = Dα(y(t)− Ty),

where Ty is the Taylor’s polynomial of degree k − 1 of the function y about t = 0.
So, under homogenous conditions the two problems are equivalent.

Studying the numerical solution of (1) have been increased in the last two
decades. A specific numerical method to approximate the solution of equation
(1) is given by Diethelm and Ford in [4] and Ghorbani and Alavi in [7]. Also, a
numerical technique for solving (4) and (5) have been studied by Diethelm and
Ford [5] and Yuan and Agrawal [13], respectively.

In this paper the semidifferential equation (1) with the initial conditions (2)
will be solved numerically using the polynomial spline collocation method. The
polynomial spline collocation method for differential and integral equations has
been extensively examined by many authors, see for example [2, 3, 11, 12].

This paper is organized as follows. In Section 2 , a new technique for finding the
fractional derivative of the spline polynomial is derived, then this technique is used
to solve a semidifferential equation of order v numerically. Numerical illustrations
are given in Section 3.

2. Spline collocation method

Let tn = nh, where n = 0, . . . , N ; and tN = T , define the uniform parti-
tion of the interval I = [0, T ] whose N subintervals are σn = [tn, tn+1], where
n = 0, . . . , N − 1, and set ZN = {t1, t2, . . . , tN−1}, Z̄N = ZN ∪ {T}. Moreover,
denote by πm+d the set of all real polynomials of degree not exceeding m + d. The
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exact solution y of (1) and (2) will be approximated on I by an element u in the
polynomial spline space

S
(d)
m+d(ZN ) = {u ∈ Cd(I) : u ∈ πm+d on σn(n = 0, 1, . . . , N − 1)};

that is, by d-times continuously differentiable polynomial spline function of degree
m + d.

This approximation u will be determined by collocation. Let {ci}m
i=1 be a

given set of m real numbers (subsequently called collocation parameters) satisfying
0 < c1 < c2 < · · · < cm < 1, and define the collocation points by

X(N) =
N−1⋃
n=0

Xn with Xn = {tn,i = tn + cih : i = 1, 2, . . . ,m} ⊂ σn.

The solution of (1) and (2) is then given by an element u ∈ S
(d)
m+d(ZN ) satisfying

for each tn,i ∈ X(N)
[
D

v/2
∗ + A1D

(v−1)/2
∗ + · · ·+ AvD0

∗
]
u(tn,i) = f(tn,i) (7)

u(0) = β0, u
′(0) = β1, . . . , u

(k−1)(0) = βk−1, k ∈ N, k − 1 <
v

2
≤ k, (8)

where u is described on each subinterval [tj , tj+1] by the polynomial

uj(t) =
m+d∑
l=0

a
(j)
l tl, (9)

where a
(j)
0 , a

(j)
1 , . . . , a

(j)
m+d are constants to be determined later.

The collocation equations (7) and (8) then lead to a system of linear algebraic
equations for the coefficients a

(n)
i , i = 1, 2, . . . ,m; n = 0, 1, . . . , N − 1. Note that in

order to determine the approximate solution u using (7) and (8), it is necessary to
require that d = dv

2 e − 1, so from now we will assume d = dv
2 e − 1 (see Remark 2.3

in Section 2).

To find the fractional derivative of u ∈ S
(d)
m+d(ZN ), we need the following

auxiliary notations, definitions, and lemmas: first, we define the function Sb(t) by

Sb(t) =
{

0, if t ≤ b,

1, if t > b.
(10)

Lemma 2.1. For each t ∈ I, the spline function u can be represented by the
formula

u(t) = u0(t) + St1(t)[u1(t)− u0(t)] + · · ·+ StN−1(t)[uN−1(t)− uN−2(t)]

= u0(t) +
N−1∑
j=1

Stj (t)[uj(t)− uj−1(t)]. (11)
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Definition 2.1. For α ∈ R+ \ N and k = dαe, define the operator Dα
∗,a by

Dα
∗,ag(t) =

1
Γ(k − α)

∫ t

a

(t− ξ)k−α−1g(k)(ξ) dξ, t > a.

Remark 2.1. In fact, Definition 2.1 is the general definition of the Caputo
fractional derivative operator. More precisely; Dα

∗,0 ≡ Dα
∗ (see [10]).

Lemma 2.2. Let α ∈ R+\N and g ∈ Ck[a, c] with g(i)(b) = 0 for i = 0, 1, . . . , k,
where k = dαe and a < b < c. Then

Dα
∗,a[Sb(t)g(t)] = Sb(t)Dα

∗,bg(t), a < t < b,

where the function Sb(t) is defined by [10].

Proof. Since g ∈ Ck[a, c] and g(i)(b) = 0 for i = 0, 1, . . . , k, Sbg ∈ Ck[a, c].
Thus, we obtain

Dα
∗,a[Sb(t)g(t)] =

{
0, if t ≤ b,

1
Γ(k−α)

∫ t

a
dk

dξk (Sb(ξ)g(ξ))(t− ξ)k−α−1dξ, if t > b.

=

{
0, if t ≤ b,

1
Γ(k−α)

∫ t

b
gk(ξ)(t− ξ)k−α−1 dξ, if t > b.

= Sb(t)Dα
∗,bg(t).

Remark 2.2. Lemma 2.2 can be applied to the spline function u ∈ S
(k)
m+k(ZN )

(with k ≤ d) defined by equation (11) since uj − uj−1 ∈ Ck[0, T ] and (uj −
uj−1)(i)(tj) = 0 for i = 0, 1, . . . , k. In fact, Lemma 2.2 is also valid even if k = d+1,
because in this case u(k) is a piecewise continuous polynomial which is integrable
over [0, T ].

Lemma 2.3. Let α ∈ R+ \ N, l ∈ N ∪ {0} and k = dαe. Then for t > a ≥ 0,
we have

Dα
∗,atl =

{ 0, if l < k,

C
(l)
a,α(t), if l ≥ k,

where

C(l)
a,α(t) =

l−k∑
r=1

Γ(l + 1)al−k−r+1

Γ(k − α + r)Γ(l − k − r + 2)
(t−a)k−α+r−1 +

Γ(l + 1)
Γ(l − α + 1)

(t−a)l−α.

Proof. If l < k, then by definition

Dα
∗,atl =

1
Γ(k − α)

∫ t

a

dkξl

dξk
(t− ξ)k−α−1dξ =

1
Γ(k − α)

∫ t

a

0 dξ = 0.
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Now, if l ≥ k, then integration by parts yields

Dα
∗,atl = 1

Γ(k−α)

∫ t

a

Γ(l+1)
Γ(l−k+1)ξ

l−k(t− ξ)k−α−1 dξ

= Γ(l+1)
Γ(k−α)Γ(l−k+1)

[
al−k(t−a)k−α

(k−α) + (l−k)al−k−1(t−a)k−α+1

(k−α)(k−α+1)

+ (l−k)(l−k−1)al−k−2(t−a)k−α+2

(k−α)(k−α+1)(k−α+2) + · · ·+ (l−k)!(t−a)l−α

(k−α)(k−α+1)···(l−α)

]

=
l−k∑
r=1

Γ(l+1)al−k−r+1

Γ(k−α+r)Γ(l−k−r+2) (t− a)k−α+r−1 + Γ(l+1)
Γ(l−α+1) (t− a)l−α.

The linearity of Dα
∗,a and a direct application of Lemma 2.3 imply the following

corollary.

Corollary 2.1. Let α ∈ R+ \ N and k = dαe. Then for j = 0, 1, . . . , N − 1,
we have

Dα
∗,auj(t) =

m+d∑
l=dαe

C
(l)
a,α(t)a(j)

l ,

where uj is defined by (9).

Now we are in a position to find the fractional derivative of the spline polyno-
mial Dα

∗ u(t).

Lemma 2.4. Let α ∈ R+ \ N and u ∈ S
(k−1)
m+k−1(ZN ) where k = dαe. Then

Dα
∗ u(t) =

m+d∑
l=dαe

C
(l)
t0,α(t)a(0)

l +
N−1∑
j=1

m+d∑
l=dαe

Stj (t)C
(l)
tj ,α(t)

(
a
(j)
l − a

(j−1)
l

)
.

Proof. Using the linearity of the operator Dα
∗ , equation (11), Lemma 2.2,

Corollary 2.1, and Remarks 2.1 and 2.2, the result follows immediately.
Now, the semidifferential equation of order v in the Caputo sense is

[
D

v/2
∗ + A1D

(v−1)/2
∗ + · · ·+ AvD0

∗
]
y(t) = f(t)

with initial conditions

y(0) = β0, y
′(0) = β1, . . . , y

(d v
2 e−1)(0) = βd v

2 e−1, dv
2
e ∈ N, (12)

which can be written in the following form

b v
2 c∑

j=0

bjD
j
∗y(t) +

b v+1
2 c∑

j=1

djD
j− 1

2∗ y(t) = f(t), (13)

where bpc is the largest integer not greater than p and b0, . . . , bb v
2 c, d1, . . . , db v+1

2 c ∈
R.
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The exact solution y(t) of (13) and (12) will be approximate by collocation
solution given by an element u ∈ S

(d)
m+d(ZN ), where d = dv

2 e− 1, satisfying for each
tn,i ∈ X(N)

b v
2 c∑

j=0

bjD
j
∗u(tn,i) +

b v+1
2 c∑

j=1

djD
j− 1

2∗ u(tn,i) = f(tn,i). (14)

For the ordinary derivative Dj
∗u(tn,i), we have

Dj
∗u(tn,i) =

m+d∑
l=j

a
(n)
l

Γ(l + 1)
Γ(l + 1− j)

tl−j
n,i , (15)

and by using Lemma 2.4, we obtain

D
j− 1

2∗ u(tn,i) =
m+d∑

l=dj− 1
2 e

C
(l)

t0,j− 1
2
(tn,i)a

(0)
l

+
N−1∑
k=1

m+d∑
l=dj− 1

2 e
Stk

(tn,i)C
(l)

tk,j− 1
2
(tn,i)

(
a
(k)
l − a

(k−1)
l

)
. (16)

Now dj − 1
2e = j and Stk

(tn,i) = 0 if n ≤ k, so (16) becomes

D
j− 1

2∗ u(tn,i) =
m+d∑
l=j

C
(l)

t0,j− 1
2
(tn,i)a

(0)
l +

n∑
k=1

m+d∑
l=j

C
(l)

tk,j− 1
2
(tn,i)

(
a
(k)
l − a

(k−1)
l

)
. (17)

By substituting (15) and (17) in (14), we get

b v
2 c∑

j=0

m+d∑
l=j

bj
Γ(l+1)

Γ(l+1−j) t
l−j
n,i a

(n)
l +

b v+1
2 c∑

j=1

m+d∑
l=j

djC
(l)

t0,j− 1
2
(tn,i)a

(0)
l

+
b v+1

2 c∑
j=1

n∑
k=1

m+d∑
l=j

djC
(l)

tk,j− 1
2
(tn,i)

(
a
(k)
l − a

(k−1)
l

)
= f(tn,i). (18)

Case 1 : n = 0. In this case t0,i ∈ [t0, t1) and Stk
(t0,i) = 0 for all k =

1, 2, . . . , N − 1, so

Dj
∗u(t0,i) =

m+d∑
l=j

Γ(l+1)
Γ(l+1−j) t

l−j
0,i a

(0)
l , (19)

and from Lemma 2.4, we have

D
j− 1

2∗ u(t0,i) =
m+d∑
l=1

C
(l)

t0,j− 1
2
(t0,i)a

(0)
l . (20)

Thus from (19) and (20), equation (18) becomes

b v
2 c∑

j=0

m+d∑
l=j

bj
Γ(l+1)

Γ(l+1−j) t
l−j
0,i a

(0)
l +

b v+1
2 c∑

j=1

m+d∑
l=j

djC
(l)

t0,j− 1
2
(t0,i)a

(0)
l = f(t0,i). (21)
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Now, equation (21) can be written in the form

b v
2 c∑

j=0

m+d∑
l=j

H
(0,i)
l,j a

(0)
l +

b v+1
2 c∑

j=1

m+d∑
l=j

R
(0,i)

0,l,j− 1
2
a
(0)
l = f(t0,i), (22)

where

H
(0,i)
l,j = bj

Γ(l + 1)
Γ(l + 1− j)

tl−j
0,i , R

(0,i)

0,l,j− 1
2

= djC
(l)

t0,j− 1
2
(t0,i).

With a simple arrangement we may write equation (22) as

v∑
j=0

m+d∑
l=d j

2 e
F

(0,i)
l,j a

(0)
l = f(t0,i), (23)

where F
(0,i)
l,j =





H
(0,i)
l,j if j is even,

R
(0,i)

0,l,j− 1
2

if j is odd.

Case 2 : 0 < n ≤ N − 1.
With a simple arrangement, equation (18) can be written in the form

b v
2 c∑

j=0

m+d∑
l=j

H
(n,i)
l,j a

(n)
l +

b v+1
2 c∑

j=1

m+d∑
l=j

R
(n,i)

0,l,j− 1
2
a
(0)
l +

b v+1
2 c∑

j=1

n∑
k=0

m+d∑
l=j

T
(n,i)

k,l,j− 1
2
a
(k)
l = f(tn,i),

(24)
where

H
(n,i)
l,j = bj

Γ(l + 1)
Γ(l + 1− j)

tl−j
n,i , R

(n,i)

k,l,j− 1
2

= djC
(l)

tk,j− 1
2
(tn,i),

and

T
(n,i)

k,l,j− 1
2

=





−R
(n,i)

k+1,l,j− 1
2

if k = 0,

R
(n,i)

k,l,j− 1
2
−R

(n,i)

k+1,l,j− 1
2

if k = 1, 2, . . . , n− 1,

R
(n,i)

k,l,j− 1
2

if k = n.

Now, we may write

b v
2 c∑

j=0

m+d∑
l=j

H
(n,i)
l,j a

(n)
l +

b v+1
2 c∑

j=1

m+d∑
l=j

T
(n,i)

k,l,j− 1
2
a
(n)
l =

v∑
j=0

m+d∑
l=d j

2 e
F

(n,i)
l,j a

(n)
l , (25)

where

F
(n,i)
l,j =





H
(n,i)
l,j if j is even,

T
(n,i)

k,l,j− 1
2

if j is odd.

Hence by using (25), we may write (24) as

v∑
j=0

m+d∑
l=d j

2 e
F

(n,i)
l,j a

(n)
l = f(tn,i)−

b v+1
2 c∑

j=1

m+d∑
l=j

R
(n,i)

0,l,j− 1
2
a
(0)
l −

b v+1
2 c∑

j=1

n−1∑
k=0

m+d∑
l=j

T
(n,i)

k,l,j− 1
2
a
(k)
l .

(26)
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By applying equation (23) for t0,i for each i = 1, 2, . . . , m, and (26) for each
tn,i, n = 1, . . . , N − 1, i = 1, 2, . . . , m, we get a system with mN linear equations
with (m+d+1)N unknown coefficients {a(k)

l }l=0,...,m+d
k=0,...,N−1. Therefore, we need extra

(d + 1)N equations, but from the conditions of smoothness

Djun(tn) = Djun−1(tn), j = 0, 1, . . . , d and n = 1, 2, . . . , N − 1,

which can be written in the following form

m+d∑
l=j

a
(n)
l

Γ(l + 1)
Γ(l + 1− j)

tl−j
n =

m+d∑
l=j

a
(n−1)
l

Γ(l + 1)
Γ(l + 1− j)

tl−j
n , (27)

we get (N − 1)(d + 1) equations, and from the initial conditions we get (d + 1)
equations. Once the coefficients {a(k)

l }l=0,...,m
k=0,...,N−1 are known, the value of the spline

solution u is determined on each σn by equation (9).
Remark 2.3. The collocation equations (23) and (26) give us mN linear

equations, but the number of unknown coefficients of the spline function u(t) is
(m + d + 1)N , so we need extra (d + 1)N equations to recover the coefficient
{a(k)

l }l=0,...,m+d
k=0,...,N−1. Thus, the choice of S

(d)
m+d(ZN ) where d = dv

2 e − 1 as the approx-
imation space is the natural one because by the conditions of smoothness (27) we
get (d+1)(N −1) equations and in the first subinterval, d+1 additional conditions
are furnished by the initial conditions (8) and so we obtain (m + d + 1)N linear
equations.

3. Numerical examples

In this section, we experiment with the splines collocation method for different
examples. In each example, we choose the m collocation parameters ci = i/(m+1),
i = 1, 2, . . . ,m. The computations are performed using the software Maple with
30-digit floating-point arithmetic.

Example 3.1. Consider the following semidifferential equation of order 1

D0.5
∗ y(t) + y(t) =

8
3
√

π
t1.5 − 2√

π
t0.5 + t2 − t,

with the initial condition y(0) = 0. Then the exact solution is y(t) = t2 − t . We
applied the collocation method using m = 3. The absolute error |y(t) − u(t)| at
t = 1 and different values of N are listed in Table 1.

N |y(t)− u(t)| when m = 3

5 0.15054× 10−8

10 0.43837× 10−9

20 0.28192× 10−9

Table 1: Absolute errors for Example 3.1 using the Splines

Collocation method with m = 3 at t = 1
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Example 3.2. Consider the following semidifferential equation of order 4

y′′(t)−D1.5
∗ y(t) +

6
5
y′(t) + D0.5

∗ y(t) +
1
5
y(t) = f(t),

with the initial conditions y(0) = 0 and y′(0) = 0, and choose f(t) so that the exact
solution is y(t) = t2 + t5/2. We applied the collocation method for different m. The
absolute error |y(t)− u(t)| at t = 1 and different values of N are listed in Table 2.

N |y(t)− u(t)| when m = 3 |y(t)− u(t)| when m = 5

5 0.21143× 10−2 0.85869× 10−3

10 0.74188× 10−3 0.30280× 10−3

20 0.26077× 10−3 0.10661× 10−3

Table 2: Absolute errors for Example 3.2 using the Splines

Collocation method with m = 3 and m = 5 at t = 1

Example 3.3. Consider the semidifferential equation of order 6

y′′′(t) + D0.5
∗ y(t) + 2y(t) = 10e2t +

√
2e2t erf(

√
2t),

with the initial conditions y(0) = 1, y′(0) = 2 and y′′(0) = 4, where erf is the error
function defined by erf(x) = 2√

π

∫ x

0
e−t2 dt and the exact solution is y(t) = e2t. We

applied the collocation method for different m. The absolute error |y(t)− u(t)| at
t = 1 and different values of N are listed in Table 3.

N |y(t)− u(t)| when m = 3 |y(t)− u(t)| when m = 5

5 0.11308× 10−3 0.98093× 10−7

10 0.70160× 10−5 0.14043× 10−8

20 0.43789× 10−6 0.80805× 10−10

Table 3: Absolute errors for Example 3.3 using the Splines

Collocation method with m = 3 and m = 5 at t = 1

4. Conclusion

In this paper an algorithm for the approximate solution of semidifferential
equation has been analyzed. The algorithm is based on the spline collocation
method. The approximate solution is obtained by deriving a linear system. Three
numerical examples are introduced showing that the method is convergent with
a good accuracy. However, the convergence and the rate of convergence of the
proposed method need further investigations. These issues must wait for another
paper.



126 M. H. Hamarsheh, E. A. Rawashdeh

REFERENCES

[1] R.L. Bagley, P.J. Torvik, A theoretical basis for the application of fractional calculus to vis-
coelasticity, J. Rheol. 27 (1983), 201–210.

[2] L. Blank, Numerical treatment of differential equations of fractional order, Numerical Analysis
Report No. 287, Manchester Center for Computational Mathematics, 1996.

[3] H. Brunner, A. Pedas, G. Vainikko, Piecewise polynomial collocation methods for linear Volter-
ra integro-differential equations with weakly singular kernels, SIAM J. Numer. Anal. 39 (2001),
957–982.

[4] K. Diethelm, N.J. Ford, Multi-order fractional differential equations and their numerical so-
lution, Appl. Math. Comput. 154 (2004), 621–640.

[5] K. Diethelm, N.J. Ford, Numerical solution of the Bagley-Torvik equation, BIT 42 (2002),
490–507.

[6] M. Caputo, Linear models of dissipation whose Q is almost frequency independent II, Geophys.
J. Roy. Astron. Soc. 13 (1967), 529–539.

[7] A. Ghorbani, A. Alavi, Application of He’s Variational iteration method to solve semidifferen-
tial equations of n-th order, Math. Problems Engineering, Vol. 2008 (2008), Article ID 627983,
9 pages, doi: 10.1155/2008/627983.

[8] R. Hilfer, Applications of Fractional Calculus in Physics, World Scientific Pub. Co. Pte. Ltd.,
Singapore, 2000.

[9] W.E. Olmstead, R.A. Handelsman, Diffusion in a semi-infinite region with nonlinear surface
dissipation, SIAM Rev. 18 (1976), 275–291.

[10] I. Podlubny, Fractional Differential Equations, “Mathematics in Science and Engineering”,
Academic Press, New York, 1999.

[11] A. Pedas, E. Tamme, Spline collocation method for integro-differential equations with weakly
singular kernels, J. Comp. Appl. Math. 197 (2006), 253–269.

[12] E.A. Rawashdeh, Numerical solution of fractional semidifferential equations by collocation
method, Appl. Math. Comput. 174 (2006), 869–876.

[13] L. Yuan, O.P. Agrawal. A numerical scheme for dynamic systems containing fractional deriva-
tives, J. Vibration Acoustics 124 (2002), 321–324.

(received 25.03.2009; in revised form 12.01.2010)

Department of Mathematics, Yarmouk University, Irbid, Jordan

E-mail : moha@yahoo.com, edris@yu.edu.jo


